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ABSTRACT

The application of Agent-Based Modeling and Simulation (ABMS) has few established guidelines and often
suffers from insufficient model documentation. We assess the prevalence of best practices associated with
different types of model documentation in light of the European Union’s AI Act (AI Act). Our analysis
reveals that best practices are often implemented together but ultimately reinforce the pre-existing view
that ABMS frequently lacks adequate model documentation. This deficiency hinders evaluability, making
it difficult to conduct quality assurance prior to application and meaningful evaluation post application.
We propose a framework that highlights the importance of different types of model documentation and the
attributes they enable, which are valuable to both modelers and policy actors, albeit for different reasons.
The AI Act provides a valuable opportunity to improve model documentation. By proactively developing
and establishing guidelines, we can stay ahead of emerging legal requirements.
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1 INTRODUCTION

The complexity of the COVID-19 pandemic, coupled with the lack of experimental data, highlighted the
importance and value of applying Agent-Based Modeling & Simulation (ABMS) in policy-making [1] For
good reason, modeling and simulation could be considered the ‘third pillar’ of scientific inquiry, com-
plementing theoretical and experimental research by integrating aspects of both in a unified methodologi-
cal approach [2]. Previous research has highlighted both the pitfalls and opportunities of using ABMS in
policy-making, while also identifying ways to increase its relevance [3, 4, 5, 6, 7]. However, the COVID-
19 pandemic also exposed that several challenges remain, as scientists from the ABMS community voiced
concerns regarding the rigor, validation, and access to model documentation for models applied in policy-
making [1, 8]. These aspects, as revealed by later work, extend to other fields of application, providing
additional insights into the lack of quality assurance and accreditation procedures prior to the use of policy
models [9]. This deficiency represents a significant weakness in the application chain [10], increasing the
model user’s risk, i.e., the risk of erroneous applications [11, 12] – which has, in some cases, led to harmful
system-level outcomes and accountability drift [5, 13].

Sufficient model documentation is crucial for the responsible application of ABMS, as it enables effective re-
view and evaluation. ABMS has been used to simulate public policy – a practice known as policy-modeling
[3] – in collaboration with policy actors since at least the early 2000s [9]. However, the application of pol-
icy models remains in an exploratory phase, with limited established guidelines and standardized practices
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[10]. In fact, the lack of guidelines related to model documentation could be one of the potential expla-
nations attributable to the often-noted insufficiency of model documentation. However, without adequate
documentation, both quality assurance prior to application and evaluation post-application become difficult,
if not impossible. Consequently, inadequate documentation not only complicates the application of policy
models, but also hinders understanding and the effective dissemination of information within and between
organizations [14]. Additionally, it restricts the modeling community’s ability to review and learn from past
experiences, thereby limiting opportunities for improvement in future work [12].

The introduction of the European Union’s AI Act (AI Act) in 2024 will present additional demands on
ABMS in public policy with regard to model documentation. The AI act is novel in that it is the world’s first
comprehensive law on AI. With case law establishing precedent, it will govern some, if not all, applications
of ABMS within European Union (EU) jurisdiction in the future. In addition the requirement to comply
with the EU AI Act may be a prerequisite for funding and collaboration in the public and private sectors.
Thus, the introduction of the AI Act presents both an opportunity and, depending on its future applicability
to ABMS in policy-making, a necessity for the modeling community to revisit best practices and guidelines
for policy models. This preparatory work is based on the demand for transparency and explainability in
AI applications, particularly in high-risk contexts – a demand that we argue ABMS is well positioned to
meet when supported by appropriate model documentation. The ability to evaluate the risks of specific
applications and provide sufficient “instructions for use” could also be instrumental for guiding model users
while protecting developers from legal repercussions.

Against this backdrop, where examples from the field of ABMS highlight the need for increased model doc-
umentation while the EU is strengthening legal requirements for greater transparency, meeting this demand
becomes essential. To address this need, this paper explores the relevance of the AI Act to the application of
ABMS-based policy models and how model documentation can play a crucial role in ensuring their practical
utility and compliance within the EU policy context. This is achieved through an evaluability assessment
of model documentation, identifying key components that enable transparency and systematic evaluation
[15, 16]. By identifying different types of model documentation from the modeling and simulation (M&S)
literature, the study investigates the prevalence of best practices in applied policy-modeling projects. This
work further proposes a framework for conceptualizing the attributes and validity assessments enabled by
different sets of model documentation, along with the implications of these attributes, such as transparency,
for both modelers and policy actors. We hope this work will inspire further methodological development
and the establishment of best practices for the application of policy models, while contributing to research
that will shape the future direction of applied ABMS and policy-modeling.

How can the application of ABMS-based policy models be best aligned with the AI Act?

1. How commonly are best practices related to different types of model documentation implemented
in applied policy modeling?

2. How can various combinations of model documentation effectively support the needs of both mod-
elers and policy actors?

3. What kind of model documentation is necessary to ensure transparency and evaluability in applied
policy models?

2 ON THE RELEVANCE OF THE EU AI ACT TO ABMS

The EU AI Act, which was adopted in 2024, comes into full force in 2026 [17]. Following its adoption,
the EU AI Act enters a phase of gradual implementation, which includes standardization efforts, regulatory
guidance, and clarification of definitions through secondary legislation and guidelines. The implementation
period gives AI developers, providers, and users time to align their systems with the new requirements.
The AI Act has extraterritorial reach, meaning its requirements apply not only to actors within EU member
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states, but also to any entity outside wishing to operate AI systems in the EU. This exemplifies the ‘Brussels
Effect’, a phenomenon whereby EU norms and legislation impacts beyond it borders, likely making its
influence significant. This is due to the EU AI Act being at the vanguard of the emerging AI governance
globally [18]. Further, beyond the legal dimension, the AI Act is based on the demand for great transparency
in AI systems. Thus, new soft law and norms around the use of AI are being established.

Given the gradual implementation phase, the extent to which ABMS fall under the AI Act remains uncertain.
The AI Act defines AI systems as follows:

‘AI system’ means a machine-based system that is designed to operate with varying levels of autonomy and
that may exhibit adaptiveness after deployment, and that, for explicit or implicit objectives, infers, from the
input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that
can influence physical or virtual environments [19].

There are different components included in the definition, but the most central for determining which sys-
tems based on ABMS are covered are:

• operate with varying levels of autonomy: When used for policy support, ABMS systems are typically
not run autonomously. There is usually an analyst or researcher who supervises the execution of the
simulation and analyzes the results after the execution. That is, ABMS systems do not perform any
actions in the real world. Although the computational agents used in an ABMS simulation model
may be considered to act autonomously, they do this only in a virtual environment, as noted in the
definition, with no immediate effects in the real world. This is in contrast to other applications of
agent technology, e.g., Multi-agent Systems, which can be used in autonomous applications, e.g.,
self-driving cars.

• may exhibit adaptiveness after deployment: Most ABMS systems are not adaptive in the sense
of being self-learning systems. That said, it should be noted that recent developments invite the
possibility to integrate machine learning (ML) in different ways within agent-based simulations.
However, the use of “may” in the definition suggests optionality or lesser stringency, yet it remains
an attribute that ABMS have the potential to fulfill.

• infers, from the input it receives, how to generate outputs such as predictions, content, recommen-
dations, or decisions that can influence physical or virtual environments: This seems to be true for
most ABMS systems, e.g. they may be used to generate recommendations and predictions about
future states of the modeled system. As model output is later used to inform policy-making, it seems
reasonable to assume this meets the definition for the “influence” of physical or virtual environments.

Judging from this definition, ABMS can be modeled and applied in a way that appears to fulfill all the
aforementioned criteria in the EU AI Act’s definition of AI. However, the interpretation of autonomy is
the key attribute, and from this perspective, it will determine whether which, if not all, ABMS fall under
the scope of the AI Act. Relatedly, this also hinges on the interpretation of “influence.” When applied,
ABMS aims to address real-world problems by generating recommendations or predictions based on the
behavior of autonomous agents in virtual environments, from which insights are inferred and then applied
in reality. However, these insights require a human-in-the-loop approach as they involve complex analysis,
interpretation, and evaluation before being transferred to the real world. However, one must remember
that this is not simply a legal or technical issue – it is a political one. The L’Aquila trial serves as a stark
reminder of this [13]. In sum, the definition remains unclear, seemingly designed with a “catch-all” intent
to include various systems, leaving its interpretation to legal institutions. Given this broad scope, case law
and precedent will likely determine the AI Act’s applicability.

While not directly related to the definition, it is also important to note that the AI Act follows a risk-based
regulatory approach. However, there remains a lack of clarity on how risk will be assessed in various
contexts. In a “high-risk application,” there is a greater demand for transparency (see Annex 3, EU AI
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Act) [19]. Regarding the use of AI by public authorities, significant criticism has been raised over the lack
of transparency norms in its application and use in decision-making [20, 21]. Public pressure, alongside
the new legislative requirements of the AI Act, will likely increase the demand for ABMS to be highly
transparent when used in the public sector, even in low-risk contexts. Furthermore, the AI Act regulates the
context of the application rather than the technology itself. Thus, clarity on the design and intended purpose
of ABMS is vital to prevent their use in unintended contexts and to avoid potential compliance issues with
the legislation.

The safest course of action is to assume that the AI Act will apply to all ABMS in policy-making and to
be prepared to ensure compliance if relevant case law develops. Regardless of which ABMS ultimately
fall within the regulatory scope of the AI Act, pursuing transparency in all ABMS applications remains a
worthwhile goal. Transparency, in turn, supports quality assurance and systematic evaluation of applied
ABMS, making it essential. Building on this, we now conduct an evaluability assessment to determine what
is needed for transparent ABMS applications.

3 EVALUABILITY OF POLICY MODELS

Transparency is also crucial for achieving evaluability, and also necessary to comply with the AI Act, so
that quality assurance of models can be performed before application and evaluation afterward. In this
context, evaluability refers to the ability to evaluate the policy intervention [15, 22], and the model in a
credible and reliable manner. However, if all the requirements necessary for evaluations are met, quality
assurance and credibility assessment prior to application can also be performed. Model credibility refers to
“a measure of confidence in the model’s inferential capability” with a specific application in mind [12]. A
credibility assessment involves ensuring that verification has been performed to confirm that the algorithm
has been correctly implemented and is (ideally) free of bugs, including logical errors, syntax errors, and
issues related to deterministic execution. Additionally, thorough validation and appropriate model testing
must be conducted to ensure an adequate goodness of fit between the model and its referent, i.e., the real-
world system [11]. The goal of this process is depicted in Figure 1, which shows that an increase in the
deviation between the model and the referent reduces alignment, all to increase the likelihood that the
element of interest for application falls within the alignment area.

With lacking model credibility, recommendations based on the model’s output may be questioned, thereby
reducing its impact and utility in shaping effective policies. This skepticism is understandable, as policy
actors are responsible for the policy outcome [23]. However, if the model is found to be credible, the orga-
nization might seek to accredit the model for use. Usually, accreditation is achieved through the completion
of the accreditation plan, which includes acceptability criteria for various model tests. Accordingly, accred-
itation serves as a certification procedure granted when a specific application is deemed suitable for use
[24]. Assuming that the purpose of the model is clearly defined [25], the conducted simulation experiments
meet the acceptability criteria and are reproducible [11], the data-generating process producing the results is
accessible [1], and the results are reported in a nuanced way [12], an assessment concerning its application
could be performed. This step of quality assurance is critical to ensure that models also undergo external
review prior to application – which is scientifically customarily conducted after a publication has been sub-
mitted for peer review following the model’s application – thereby minimizing the model user’s risk [11].
Additionally, in the complete absence of model documentation, the modelers may be the only ones capable
of justifying the application, thereby substantially increasing the risk of accountability drift.

The evaluability of policy models is also indispensable for evaluation post-application. This requires that the
policy is evaluable, meaning it must have clearly defined objectives, allowing the deliverables to be assessed
after implementation [15]. In the modeling context, this involves evaluating both the simulated intervention
and the physical intervention to identify potential sources of error and gain insights for future improvements.
The motivation for this dual evaluation is that any deviations between the model and the referent could stem
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Figure 1: Minimizing the deviation between the model and the referent maximizes alignment.

from errors in either the simulated or physical intervention. For instance, if the policy implementation in
the referent encounters unforeseen obstacles that substantially differ from the initial plan, the source of
the deviation may be traced back to the referent. Therefore, it is crucial to evaluate both simulated and
physical intervention to determine whether any unexpected deviations arise from the model itself or from
the referent. Rather than measuring ‘how inaccurate’ the policy model was, seeing all deviations as failure.
This activity should be aimed at understanding and evaluating how well the model was leveraged and what
can be improved going forward. By doing so, model developers and users alike can learn from previous
applications, identifying what worked well and what did not. This learning process is vital for refining both
policy-modeling and the strategies for applying them, fostering a continuous improvement cycle [12].

4 MODEL DOCUMENTATION

With the importance of evaluability in mind, we now turn toward identifying the crucial model documen-
tation in M&S projects. While modelers are responsible for ensuring the availability of appropriate model
documentation [26], the key question is what specific documentation should be provided upon the project’s
completion. The M&S literature typically describes three different types of model documentation: model
specification, verification and validation (V&V) reports, and the reporting of results.

The first type is the model Specification, which describes the data-generating process. Understanding the
model is crucial to determining whether the model’s data-generating process is a sufficiently accurate rep-
resentation of the real data-generating process [27]. This specification can be conveyed informally through,
e.g., a conceptual or communicative models [11], via generic model specification protocols with the most
prominent being the Overview, Design concepts, and Details (ODD) protocol [28] (and an increasing num-
ber of purpose-specific extensions of this protocol), by detailing the model’s assumptions [29], as a formal
construct using differential equations or first-order logic [30, 31], or, specific for the field of M&S, using the
Discrete Event System Specification (DEVS) [32].

Recognizing the diverse foci of agent-based models, the varying origin of data (potentially promulgated by
the adoption of KIDS modeling principles [33]), we can further observe a range of specification standards
concerned with provenance aspects of the modeling process [34], including the RAT protocol [35] that
is specifically aimed at systematically documenting the use of qualitative data at different stages of the
modeling process. Transparency and guidance for the modeling process itself is provided by the EABSS
approach [36], for instance, and efforts targeting the transparent documentation of the parameterization of
agent-based models include the Characterization and Parameterization framework (CAP) [37]. Independent
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of the presence or absence of model specifications with respect to underlying data and process, a common
practice is to submit the model code to open online repositories, such as CoMSES or GitHub [1].

The second type of documentation concerns Verification & Validation. On the one hand, verification
practices are aimed at ensuring the correctness of the implemented code [38]. On the other hand, validation
seeks to maximize fit between model and referent. Validation entails various techniques for testing the
model, ranging from informal to formal, to ensure a better fit with the referent. Informal techniques tend to
rely heavily on human reasoning [11]. Examples of informal tests include face validation and Schruben’s
Turing test, where domain experts seek to distinguish shuffled reports of output between those generated
by the simulated model and those generated by the real data-generating process [26]. More formal tests
are conducted using computational testing techniques and mathematical proofs [11]. While V&V is often
performed in the field of ABMS, it frequently suffers from underreporting [8, 9, 39, 40].

The third type of model documentation is Reporting. This documentation involves the scientific reporting of
model results [29]. Reporting of results is crucial, as the produced artefacts (e.g., documents) enable stake-
holders to independently analyze, reference, and utilize the model’s results within the organization after the
modelers leave [14]. Clear and accessible reporting has the potential to aid stakeholder’s understandability
and serve as effective instructions for use by clearly communicating a model’s capabilities, limitations, and
results [41]. This documentation often includes the scientific motivation for the included parameters, results
of computational experiments, and outcomes of different experimental conditions. Consequently, this could
take the form as a ranked list indicating the effectiveness of different policy interventions (in-silico) or as
qualitative insights. However, while these ranked lists of simulated policy interventions most often possess
internal validity (i.e., consistency of outcomes between experimental conditions [42]), it is important that
the end-user organization and non-technical personnel are well informed about the underlying assumptions
as well as their potential limitations regarding external validity [12]. External validity pertains to the extent
to which the outcomes of a model can be generalized to the target system [42], reflecting how the ABMS
community typically conceptualizes validation [11, 27].

5 PREVALENCE OF BEST PRACTICES

Having identified three types of model documentation in the previous section, we now explore how fre-
quently best practices associated with this documentation are performed in applied projects. A prior litera-
ture review examined the use of ABMS in policy-making [9]. Using this data, we assess the prevalence of
best practices across these documentation types. 34 publications were examined with respect to the preva-
lence of best practices related to these three types of model documentation in projects involving various
policy actors. In this study, a model specification was considered documented if the publication or its sup-
plementary materials include a model protocol (such as ODD or variants thereof) or if the model has been
uploaded to an online repository. For validation, four distinct model testing techniques were considered:
face validation, quantitative validation, sensitivity analysis, and robustness checks. Model reporting were
recorded if the modelers reported their results to the end-user organization in written format.

The Venn diagrams in Figure 2 illustrate the overall distribution of best practices related to the three dis-
tinct sets – Validation, Specification, and Reporting – within the superset of model practices, denoted as
MP = P({V,S,R}). Condition 1 (C1), the Venn diagram on the left-hand side, represents a less restrictive
condition, including models that only perform face validation and whether the model was documented using
a model protocol or uploaded to an online repository. Only 5.9% of policy models can be found in the
universe U outside of the union of the sets (V ∪ S∪R)c, representing the publications that do not report
performing any kind of model practices. It is directly observable that good practices tend to accompany
other good practices and that validation appears to be the most reported practice. This is evidenced by the
clustering of data points in the intersections surrounding the validation set. In fact, the validation set com-
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Figure 2: Best practices for the three sets of model documentation are evaluated under two conditions: C1
(less stringent) and C2 (more stringent). Changes between conditions are highlighted in red for decreases
and green for increases.

prises 94.1% of the data in C1. Another insight is that relatively few publications report performing all three
types of best practices (V ∩S∩R) = 8.8%.

In Condition 2 (C2), the Venn diagram on the right-hand side applies more stringent criteria for inclusion
in the specification and validation sets. The specification set requires both access to code through an online
repository and including a model protocol. For the validation set, it excludes informal model testing i.e.,
face validation. In this diagram, the more stringent interpretation results in an additional 17.6% from (V ∩S)
and 8.8% from (V ∩S∩R) being pushed outside of any set, totaling 23.5% in (V ∪S∪R)c. Unfortunately,
the stricter inclusion criteria of C2 removes all data points from the inner intersection of the Venn diagram
(V ∩S∩R). Interestingly, the data in intersection (V ∩R) of C2 remains robust to this operation. In fact, the
data in (V ∩ S∩R = 8.8%) from C1 is pushed into this area, resulting in an increase, because it no longer
meets the criteria for inclusion in set S. Hypothetically, this could indicate that modelers view model testing
as an integral component of reporting the outcomes of policy experiments to end-user organizations prior to
application. In summary, this data indicates that applied policy-modeling suffers from a deficit in reporting
or implementing best practices prior to application.

6 ATTRIBUTES ENABLED BY DIFFERENT TYPES OF MODEL DOCUMENTATION

Given the lack of best practices prior to application, we propose a framework for understanding the utility of
various types of documentation and their combinations in applied projects. Evidence based policy-making
aims to integrate the scientific method into the political decision-making process [43]. This integration
requires distinct elements from both scientific and political frameworks to ensure adherence to democratic
principles while respecting scientific practices. Scientifically, appropriate model documentation provides
transparency, facilitates the reproducibility of model behavior, and enables the tracing of the origins of
data, models, and code, ultimately supporting the peer-review process. Politically, the model documentation
provides an evidentiary foundation serving as a motivation for the policy prescription. Building on this
thinking, we examine how various aspects of evidence-based policy-making can be facilitated by specific
forms of model documentation, and what implications this has for modelers and policy actors. Leveraging
the same set-theoretical operationalization as in Figure 2, we identify four distinct attributes emerging at the
intersections of the three types of model documentation in Figure 3, drawing on literature and examples.



Belfrage, Lorig, Frantz, Tucker and Davidsson

The implication being that the collective value of various types of model documentation exceeds the sum of
their individual parts, as different combinations of documentation enables different attributes.

Figure 3: This application framework illustrates the attributes that emerge from combining different types
of model documentation.

The first attribute is Reproducibility, sitting at the intersection of validation and specification. This should
permit a complete understanding of the model’s data-generation process and the methods used to test the
model [28]. Theoretically, this should allow for the re-implementation of the model while maintaining
similar levels of model fit during validation. This is a fundamental aspect for modelers, as reproducibility
aligns with scientific practices and supports peer review. Between validation and reporting lies function-
ality; the results of model testing, along with written model results, indicating the intended functionality
of the model. This intersection serves to establish internal validity i.e., consistency of outcomes between
experimental conditions [42]. Thus, this attribute effectively supports policy actors with information about
the model’s application. This reporting format was applied by leading epidemiologists from the Imperial
College of London during the COVID-19 pandemic, which influenced policymakers worldwide [44]. How-
ever, this work was later criticized for lacking transparency about the model’s inner workings, as the model
specification was not disclosed [1]. This objection indicates that documentation from the specification is
also necessary to assess the external validity of the model.

Traceability lies in the intersection of specification and reporting, meaning that the model specification and
the description of the data-generation process producing the results were accessible. In software engineer-
ing, traceability refers to a software’s capability to link any uniquely identifiable artifact to another while
sustaining these linkages over time. This allows engineers to answer questions concerning the software
product and its development process [45]. Democratically, traceability ensures that any policy prescrip-
tion based on the model’s results could be traced back to its original specification, making it important
for policy actors. This enables citizens to understand the reasoning behind political decisions and evalu-
ate the efficacy of the political system, ultimately fostering accountability [46]. The model specification is
also crucial to assess the construct validity of the model. Construct validity relates to appropriate opera-
tionalization of measurable constructs (‘time’, ‘money’ and ‘weight’ are examples exhibiting high construct
validity) [42]. Construct validity is also required to achieve external validity, which was the fundamental
reservation related to the Imperial College of London’s COVID-19 model, as the model specification was
missing [1]. Thus, without the specification and reporting documents, it is difficult to establish the scientific
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relevance of the included parameters, assess their construct validity, and determine whether the model is
appropriately specified and accurately represents the real data-generating process. At the intersection of all
sets lies transparency, enabling evaluability, supporting the assessment of external validity, and facilitating
quality assurance before application and evaluation after implementation. This, in turn, reduces obstacles
to the deployment of policy models while upholding democratic legitimacy in the policy-making process,
particularly following the introduction of the AI Act.

This framework naturally lends itself for an interpretation of the division of responsibilities between model-
ers and policy actors in applied policy-modeling projects. By ensuring that all necessary model documenta-
tion is delivered to the ‘end-user’ organization, ownership of the solution can be transferred from modelers
to policy actors. If the public organization deems the solution appropriate for the problem, considering the
most current knowledge, risks, and other evidence, accreditation may be granted (either to a specific part
of the model or to the model as a whole), allowing the model to be applied [12]. Optimally, reusing as
much project documentation as possible – such as the model protocol, verification and validation plan, and
reporting documents for future publication – could significantly reduce effort while also ensuring that initial
project goals have been met [12, 41]. This approach effectively separates model development from model
application. This would place the onus on modelers to be responsible for the development and to illustrate
the intended use of the model, while policy actors become responsible for the application of the model. This
does not suggest that policy actors should be excluded from the development of the model or that modelers
cannot assist in its application. Rather, it serves to clarify responsibilities, ensuring that policy actors benefit
from science-based solutions while simultaneously protecting modelers from personally shouldering any
legal liability.

7 DISCUSSION

As AI continues to advance, particularly large language models (LLMs), determining what constitutes ap-
propriate model documentation becomes increasingly important. It is foreseeable that modelers will (at least
partially) ‘outsource’ much of the documentation work to generative LLMs, leading to the trade-off of con-
ceivably providing more comprehensive documentation than humans might (i.e., are all aspects of the model
captured), while bearing the risk of ‘hallucinating’ about model attributes, or reflecting model attributes at
varying levels of detail or granularity (i.e., are all algorithms/execution cycles, spelled out in sufficiently
detailed form). Similarly, when reviewing verification and validation of models, the strongest possible form
of testing in the form of formal proofs [11] counteracts a key underlying promise of rich agent-based mod-
els, their ability to reflect empirical reality in great detail by recognizing the underlying complexity and
diversity of evidence (see the KIDS approach [33]), but can no longer be reduced to equation systems. In
this context ‘rich’ refers to the contrast to simple conceptual agent-based models that can in fact be reduced
to equation-based models.

Addressing these documentation challenges, accreditation offers benefits by explicitly assigning responsi-
bility – shifting it from an unspecific ‘set of shoulders’ to well-defined roles accountable for adhering to best
practices in Validation, Specification, and Reporting. To this end, an association of distinctive responsibility
to archetypical roles such as ‘modeler’, ‘domain expert’, ‘policy expert’, ‘user’ (to offer an exposition) and
associated accountability (e.g., the modeler’s responsibility for verification) would drive ownership for the
respective areas and inadvertently lead to increased methodological rigor for policy model development,
and potentially elevate areas in which responsibilities are potentially overlapping (e.g., shared responsibility
for Specification). However, the specification of such roles, as well as the association to specific attributes
of the framework (i.e., sets and intersections) offers grounds for further development, ideally building on
sound empirical support.

In light of this work, developing this or other frameworks to guide documentation standards are crucial to
ensure that evaluability and consistency are maintained. Furthermore, assuming that the applied utility of a
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policy model will always guide its testing and accreditation suggests that the effort required for model testing
and documentation will increase with model complexity and the novelty of leveraged techniques, while
potentially increasing its utility as a decision-support tool. Accordingly, the design of future documentation
standards must be carefully tailored to ensure they support, rather than hinder, innovative solutions. With this
in mind, we welcome any modifications to further develop this framework, or altogether different proposals,
that could guide the community’s way forward in application of Responsible ABMS. Future research based
on this framework could focus on defining qualitative aspects for achieving sufficiency of documentation
and beyond, enabling a scalar representation that could indicate levels of ‘applicability’. The adoption of
the EU AI Act should be seen as a catalyst for change in this regard.

8 CONCLUSION

While it is still uncertain to which extent ABMS will fall under the regulation of the AI Act, we have
argued that operating under the assumption that ABMS will be subject to its regulatory scope is the most
sound approach as case law and secondary legislation develops. Even if a subset of ABMS falls outside this
regulation, it will still be subject to the new norms of transparency, which are increasingly pervasive. Thus,
compliance with the AI Act, whether as a formal requirement or social expectation, is warranted. As the
first AI law having global implications, with many others in the pipeline, it could also serve as a vital test
case for future demands on the ABMS community.

This paper has aimed to establish practices that enable the assessment of ABMS in terms of transparency
and reliability – key aspects for their effective use in policy decision-making. To this end, we have sought
to identify different types of model documentation and the prevalence of best practices related to these
forms of documentation in applied policy models. The main takeaways from this analysis indicate that
best practices from applied policy models are rather low, but that good practices tend to be exercised in
concert. While the applied use of policy models dates back to at least the early 2000s, policy-modeling
remains in an exploratory phase with few established guidelines. This could hypothetically be attributed
to the dispersed and tool-focused nature of policy-modeling, which is applied across various policy areas
and fields of research, leading to a lack of a comprehensive overview. However, recent work has improved
this knowledge base, particularly by highlighting the lack of evaluability in applied policy models. With the
introduction of the AI Act, which demands greater transparency, additional pressure is now placed on model
documentation. It is up to us in the modeling community to collectively shape the future of policy-modeling
and the broader application of ABMS.

To this end, we have proposed a framework for conceptualizing how various types of ABMS documentation
can enable essential attributes in an applied setting. We believe this is a valuable contribution that could con-
structively guide future efforts. This framework highlights various user/developer attributes that emerge, and
validity types that can be assessed, from different combinations of documentation for modelers and policy
actors. The combination of documentation from all three sets – Specification, Validation, and Report-
ing – ensures transparency and facilitates evaluability. However, this framework is neither fully developed
nor without challenges. Although certain aspects are trivial to operationalize (e.g., “counting” complemen-
tary forms of documentation, such as text and code), others bear inherent challenges. Highlighting some
of those, let us consider the risk of underdocumentation not only as a matter of quantity, but also quality.
While coverage of these three sets of model documentation would seem necessary for any evidence-based
policy-making, the qualitative aspects of these documents could provide valuable guidance to modelers on
what should be considered ‘sufficient documentation’.

The introduction of the EU AI Act has sparked important discussions around the application of AI, offer-
ing a valuable opportunity to leverage this momentum to improve model documentation, thereby increasing
transparency, accountability, and the credibility of ABMS. Proactively developing and establishing guide-
lines will allow us to stay ahead of current and future requirements introduced by AI regulation.
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