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Why Is it so difficult to 
realise medical AI?



Highlight words in text using bold   

10x increase in PubMed publications with 
“AI” in the title between 2018-2020
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Cabitza, F. et al.(2020). Bridging the “last mile” gap between AI implementation and 
operation:“data awareness” that matters. Annals of translational medicine, 8(7).
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222 in USA 
(FDA)

Approved AI/ML based medical 
devices in the USA and Europe 
during 2015–2020
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240 in EU 
(CE)

Muehlematter et al. (2021). Approval of artificial intelligence and machine learning-based medical
devices in the USA and Europe (2015–20): a comparative analysis. The Lancet Digital Health, 3(3), e195-
e203.
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AL/ML is promising (in the laboratory)



Google Research: First Deep-Learning system in the wild 
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Beede, E. et al. (2020). A Human-Centered Evaluation of a Deep Learning System Deployed in 
Clinics for the Detection of Diabetic Retinopathy. In Proceedings of the 2020 CHI Conference on 
Human Factors in Computing Systems (pp. 1-12)



6

The Last Mile: Where AI Meets Clinical Reality

Coiera, E. (2019). The last mile: where artificial intelligence meets reality. Journal of medical
Internet research, 21(11), e16323.
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AI/ML prediction of cardiac arrest (in the laboratory)
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AI/ML Usefulness: Dependent on Clinical Context

“The AI-alarm’s prediction is something that might 
make me react a little more aggressively. If our 
patient schedule is fully booked, both today and 
tomorrow, and the day after tomorrow, but on 
Friday we have time. Then I kind of have to make a 
trade off if I really want to spare him a shock” 
(electrophysiologist)
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Why is ML/AI uniquely difficult to 
design, develop and implement 

in clinical contexts?
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Hubert D. Zając, Dana Li, Xiang Dai, Jonathan F. Carlsen, Finn Kensing, and Tariq O. Andersen. 2023. 
Clinician-Facing AI in the Wild: Taking Stock of the Sociotechnical Challenges and Opportunities for HCI. 
ACM Trans. Comput.-Hum. Interact. 30, 2, Article 33 (2023), 39 pages. https://doi.org/10.1145/3582430



CHALLENGES: 
5 SOCIOTECHNICAL 

INTERDEPENDENCIES

Hubert D. Zając, Dana Li, Xiang Dai, Jonathan F. Carlsen, Finn Kensing, and Tariq O. Andersen. 2023. 
Clinician-Facing AI in the Wild: Taking Stock of the Sociotechnical Challenges and Opportunities for HCI. 
ACM Trans. Comput.-Hum. Interact. 30, 2, Article 33 (April 2023), 39 pages. 
https://doi.org/10.1145/3582430
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“That was a lot of work to type in 
all that sh-t and generate that 

number, and that’s not that 
helpful.” 

Qian Yang, Aaron Steinfeld, and John Zimmerman. 2019. Unremarkable AI: Fitting intelligent decision support into critical, clinical decision-making processes. In Proceedings 
of the Conference on Human Factors in Computing Systems (CHI’19). Association for Computing Machinery, New York, NY, 1–11. 
DOI:https://doi.org/10.1145/3290605.3300468 



Clinicians: 

“The quality of the EHRs 
collected in Chinese hospitals 

were much worse than those of 
the MIMIC dataset”

Zhuochen Jin et al. 2020. CarePre: An intelligent clinical decision assistance system. ACM Trans. Comput. Healthc. 1, 1 (3 2020). DOI:https://doi.org/10.1145/3344258 



1 Training Data & ML Model <-> System Use

Poor training data generated “concerns” during in use
• Quantity, consistency, and comprehensiveness
• Data not considered during modelling (such as individual patient 

information, social stressors e.g. unemployment or loss of a family 
member) 

Inadequate ML models led to “confusion” 
• Does not “understand” the clinician’s job 
• General and simplistic predictions did not provide new insights
• Undermined its perception of usefulness
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“For me to have to track them 
both down to give them that 

information would be burdensome 
and that’s what would get in the 
way of flow in the [emergency 

department].”

Sahil Sandhu et al.. 2020. Integrating a machine learning system into clinical workflows: Qualitative study. J. Medic. Internet Res. 22, 11 (11 2020). 
DOI:https://doi.org/10.2196/22421 



2 System Integration & Data Used <-> Workflow

Poor performance when integrated increased the workload  
• Availability of data during production led to poor performance
• Poor timing of ML output decreased its usefulness
• Additional time spend and feeling “overburdened” 
• Over-utilisation of healthcare resources
• Difficulties with aligning with team-based work
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Nurses said that they became 
very careful about documentation 
due to the thoughts that the data 
they entered will be used to infer 

risks of falling

Insook Cho and Insun Jin. 2019. Responses of staff nurses to an EMR-based clinical decision support service for predicting inpatient fall risk. In Studies in Health 
Technology and Informatics, Vol. 264. IOS Press, 1650–1651. DOI:https://doi.org/10.3233/SHTI190579 



3. User Interface <-> User & System Use 

Missing or poor explanations negatively affected the use of the systems
• Trust deteriorated due to poor explainability and black-box issues
• Poor presentation of the ML output created interpretation issues

Missing contextual patient information next to the ML output decreased 
its usefulness 

Clinical accountability challenged by insufficient explainability 

Interactive ML models (“too captivating”) led to confirmation bias

31/05/2023 26



“We (doctors) spend years in 
school to learn how to make [a 

diagnosis based on those 
[traditional] statistical tools and 
diagrams... your tool is obviously 

more informative but we just need 
more time to get familiar with it”

Zhuochen Jin et al. 2020. CarePre: An intelligent clinical decision assistance system. ACM Trans. Comput. Healthc. 1, 1 (3 2020). DOI:https://doi.org/10.1145/3344258 



“Just like with all other new 
technology based on machine 

learning: the first 2 months I sit 
and read through to see what I 

have, but in month 3, I will look at 
the [ML] output alone. Because 

then I trust that it has pulled out 
what is appropriate [...]” 

Matthiesen, S. et al. (2021). Clinician preimplementation perspectives of a decision-support tool for the prediction of cardiac arrhythmia based on machine learning: near-live 
feasibility and qualitative study. JMIR human factors, 8(4), e26964.



4. User & System Use <-> ML-based System

Clinicians’ attitudes and feelings about machine learning affected 
usefulness 
• “Fear of overstepping,” “feeling uncomfortable,” “resistance to change”, 

and “sceptical attitudes” 

Diverse clinical roles and diverse needs

Lack of end-user training and promotion
• Unfamiliarity with the ML-based systems
• Insufficient computer literacy among clinical end-users
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Some nurses felt the need to 
“warn” patients that they would 

need to travel should a referral be 
given. Given the far distance and 

inconvenience of getting to 
Pathum Thani Hospital, 50% of 
patients at clinic 4 opted out of 

participating in the study 
Emma Beede et al.  2020. A human-centered evaluation of a deep learning system deployed in clinics for the detection of diabetic retinopathy. In Proceedings of the CHI
Conference on Human Factors in Computing Systems (CHI’20). ACM, New York, NY, 1–12. DOI:https://doi.org/10.1145/3313831.3376718 



5. Healthcare Institution & Political Arenas <-> ML-based 
System
Medical professional/academic arenas affected the scope of possibilities

• Weak consensus on definitions of clinical diagnosis

• Clinical guidelines differed across clinical sites 

• Hard to reach mutual agreement about ML way of modelling disease 

Demonstrating clinical efficacy/cost-effectiveness were critical for acceptance and 
adoption (Alignment with existing local reimbursement)

Political and legislative factors were decisive for the success 

• Adherence to external regulation emerged as an issue during deployment in clinical 
environments.

Ethics considerations affected the overall perceived usefulness 

31/05/2023 31



31/05/2023 32



31/05/2023 33



31/05/2023 34

Frodi, D. et al. (2021). Rationale and design of the SafeHeart study: Development and testing of a mHealth tool for the prediction
of arrhythmic events and implantable cardioverter-defibrillator therapy. Cardiovascular digital health journal, 2(6), S11-S20.



AI4XRAY
Design Interventions in Kenya & Denmark

Evaluate input 
data

Provide an 
impression

Reflect on the AI 
output

Envision future 
clinical use
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Thanks ✋
Questions?

tariq@di.ku.dk


